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Abstract. Color harmony is an important factor for image aesthetics
assessment. Although plenty of color harmony theories are proposed by
artists and scientists, there is little firm consensus and ambiguous defi-
nition amongst them, or even contradictory between them, which causes
the existing theories infeasible for image aesthetics assessment. In or-
der to overcome the problem of conventional color harmony theories, in
this paper, we propose a hierarchical unsupervised learning approach to
learn the compatible color combinations from large dataset. By using this
generative color harmony model, we attempt to uncover the underlying
principles that generate pleasing color combinations based on natural
images. The main advantage of our method is that no prior empirical
knowledge of image aesthetics, color harmony or arts is needed to com-
plete the task of color harmony assessment. The experimental results on
the public dataset show that our method outperforms the conventional
rule based image aesthetics assessment approach.

1 Introduction

With the pervasive use of digital cameras and cell-phones and the deluge of
online multimedia sharing communities, image retrieval has drawn much atten-
tion in recent years. As revealed in [1] and [2], besides semantic relevance, users
prefer more appealing photos retrieved by image search engines, which indi-
cates aesthetics and quality properties of images play a more important role
than semantic relevance. Also, by integrating photograph aesthetics models into
hand-held devices, a real-time recommendation can be made to facilitate pro-
fessional and amateur users to manipulate the captured images. Thus, to assess
photographs quality automatically from the perspective of visual aesthetics is of
great interest in the research of web image search [1] and multimedia processing
[3, 4].

Although there have been many researches focusing on the image aesthetics
estimation, assessing aesthetics quality of photographs is still an extremely chal-
lenging problem because it is a subjective task and different people may have
various tastes to the same image. Despite lack of firm consensus and ambiguous
definition of aesthetics, there exists several simple criteria to distinguish “good”
images from “bad” ones. For example, as shown in Fig. 1, most people agree
that the sample photos on the bottom row have higher aesthetics attributes than
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the images on the top row, which have degradations due to out-of-focus blur,
compression artifacts, distortion, etc. Moreover, for professional photographers,
various principles (e.g. composition, sharpness, proper contrast and lighting as
well as special photographic techniques as shown in Fig. 1(d), 1(e) and 1(f)) are
taken into consideration to make a photo more attractive. Then, it is possible
to design computational methods to automatically assess which image is more
appealing than the others.

(a) (b) (c)

(d) (e) (f)

Fig. 1. Examples of low aesthetics quality photographs vs high aesthetics quality pho-
tographs. (a) Low aesthetics quality photo with blur. (b) Amateurish portrait with
compression artifacts. (c) Example photo breaking the rule of thirds. (d) Portrait has
professional lighting and color harmony. (e) Photo with well balanced composition. (f)
Professional lighting and symmetry on a lovely colored picture.

Many early photo quality assessment approaches attempted to formulate
those commonly accepted rules empirically, such as the methods described in
[5–8]. The potential problem of this type of methods is that the models are de-
signed based on authors’ intuition and only global features are selected. In order
to address the shortcoming of relying on global features only, some researchers
focused their studies on local features which show better performance to predict
aesthetics quality, as illustrated in [9–12]. Recently, researchers explored meth-
ods to encode photographic criterion indirectly into a learning phase, which
discovered the relationship between aesthetics quality and underlying features
automatically [13, 14].

Amongst the existing features used for photo aesthetics assessment, color
harmony has been considered as one of the most important factors which has a
significant influence on photo aesthetics but has been ignored for a long time.
Only from the more recently, a few studies were applied on image aesthetics as-
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sessment by introducing some naive color harmony theories and models into the
image quality classification/image harmonization tasks, which shows the effec-
tiveness of the color harmony models [15–17]. However, those pioneer researches
are still immature because the color harmony models employed are mostly based
on the one which was found to have poor predictive performance [18], such as
Moon-Spencer model used in [17], or the one which ignored partial important
components for color harmony analysis, such as Matsuda model used in [15]
where only Hue was used. More often, recent researches of color harmony theo-
ries in the image processing community have been focused on color selection and
color design areas, where limited number of color combinations are suggested by
the system according to some color harmony models [19].

Although some progresses of color harmony models have been made in the
past years, it is still hard to apply them to the area of automatic image aesthetics
assessment due to following reasons:

1. Most existing color harmony models are heuristically defined which can rep-
resent limited number of color harmony combinations. Although they are
suitable for color design tasks, it is beyond its reach to assess the color com-
patibility of real world images with numerous color combinations.

2. Even plenty of color harmony models are proposed by researchers, they are
defined in different color spaces and there is a lack of consensus between
them. As these theories are various enough, nearly every color combination
can be considered as harmonious if all models are considered [20].

In order to break through these limitations, researchers attempted to use ma-
chine learning approaches to “learn” compatible colors from large scale datasets.
In [19], O’Donovan et. al trained a color harmony model from large datasets
by using a least absolute shrinkage and selection operator (LASSO) regression
approach, which can predict whether the user provided color combination is
harmony or not. Inspired by this work, we applied a latent Dirichlet alloca-
tion(LDA) and Gaussian mixture model (GMM) based hierarchical learning ap-
proach to train a color harmony model dependent on large amount high quality
images, and estimated the aesthetics quality of photos based on the trained color
harmony model.

To the best of our knowledge, we are the first to reveal the process of how a
color harmonious image is generated by learning this underlying principles from
natural images. In summary, two main contributions are presented in this paper:

1. An generative, instead of empirical rule based, color harmony model is pro-
posed by using large set of natural images to facilitate the task of image
aesthetics assessment;

2. A hierarchical unsupervised learning model is proposed to learn the complex
color combinations from photos. Based on this model, a principled proba-
bility based metric is also defined and applied for the aesthetics assessment
task.

We organize the rest of the paper as follows. Section 2 is the review of related
work, and section 3 describes the details of the proposed LDA and GMM based
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hierarchical color harmony model, including a brief introduction of these two
models, and their implementation for our tasks. The experimental setup and
analysis are provided in section 4. Section 5 concludes the paper.

2 Related Work

Color harmony, which is defined by Holtzschue as “two or more colors are sensed

together as a single, pleasing, collective impression” [21], “is one of the reputed

daughters of Aphrodite, goddess of beauty, and this indicates that harmony is the

province of aesthetics”, stated by Westland in [22]. Due to the direct relationship
between color harmony and image aesthetics, the exploration for the principles
of color harmony has dominated the research of many artists and scientists.

Generally, most theories of color harmony follow the rule that multiple colors
in neighboring areas produce a pleasing effect and thus can be roughly catego-
rized into three types.

The first type of color harmony theories are originated from Newton’s color
theory, where hue circle is used to mathematically define different sets of color
harmony principles. In [23], Itten suggested that a small number of colors uniform
distributed on the hue wheel can be considered as harmonious. Derived from this
idea, Matsuda designed a set of hue templates which defined ranges of harmony
colors on the color circle [24].

The second category color harmony models are not only relied on hue infor-
mation, but also introduce multiple features from color space to determine the
color harmonious. In order to emphasize balance as a key factor of color har-
mony, Munsell [25] suggested that color harmony can be attained if colors with
various saturation are in the same region of hue and value. To quantitatively rep-
resent Munsell’s color harmony model, Moon and Spencer [26] proposed a model
based on color difference, area and an esthetic measure, where color combination
is harmonious when color difference is in the pattern of identity, similarity, or
contrast.

The third category suggests that color harmony can be achieved when col-
ors are similar in terms of hue or tone level. For example, in Natural Color
System (NCS) which was detailed described by H̊ard and Sivik [27], colors are
represented using the six elementary colors based on percepts of human vision,
and the color combination can be classified according to distinctness of border,
interval kind and interval size.

It should be noted that because the concepts of color harmony are highly
dependent on nurture and culture, there are no obvious borderline between each
type of classical color harmony theories. Many principles are shared by these
theories and contradictory can also be found between them. Thus, in recent
years, research interests were aroused in computer vision community to use ma-
chine learning approach to “learn” rules or patterns of color harmony from large
data set based on images’ statistical properties, such as method proposed in
[19], where compatible color combinations were learnt from large amount rated
images.
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In this paper, we propose a hierarchical color harmony model to learn the
underlying rules of compatible colors from high quality images, and evaluate
this model by assessing the aesthetics quality of images. Our work is related to
method presented in [19] in the sense of color harmony modeling and methods
described in [17, 12] in the sense of image aesthetics assessment.

3 Hierarchical Color Harmony Model

“Pleasing joint effect of two or more colors” [28] is a prevalently accepted defini-
tion for the color harmony theories. Originated from this definition, a hierarchical
color harmony model(HCHM) is proposed in this paper to learn those pleasing
color combinations from images, which is used to predict the degree of harmony
for unseen images. Initially, the HCHM learns the co-occurrence colors (color
groups in our scenario) in images, followed by a GMM learning phase to encode
the relations between color groups. By using this hierarchical structure, HCHM
can model the complex color combination which represents the color harmony
of the image.

3.1 Color Quantization

Prior to the color groups learning phase, each image is initially divided into
small patches and colors are averaged within each patch. By quantizing each
color patch using a color codebook, the mosaiced image can be represented by a
set of “color words”. Considering that human vision perception is more sensitive
to the color with high perceived luminance, we use a non-linear quantization
approach in HSV color space, which can be expressed as Eq. 1:

BIN = 1 +

L
∑

i=2

i× (i− 1)× q (1)

where BIN is the total number of code words for hue-saturation-value (HSV)
space, L means we partition the entire HSV space into L subspace evenly ac-
cording to value, and then we divided each subspace using (i−2)× q radial lines
and i circles. In this paper, we set L = 10 and q = 4.

Under this quantization scheme, the color space is coarsely partitioned in the
region with low value, whilst the space is intensively separated in the region with
high value, as illustrated in 2(a). In Fig. 2(b), an example image along with its
corresponding mosaiced image and color words encoded image is shown.

Thus, a given image i can be represented as a set of color words c =

{c
(i)
1 , · · · , c

(i)
n }, where n ∈ N and N is the total number of patches in image

i.

3.2 LDA based Color Groups Learning

In the information retrieval and data mining area, Latent Dirichlet Allocation
(LDA) is a widely used unsupervised approach to find patterns in unstructured
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Fig. 2. An example of image mosaicing and quantization. (a) HSV cylinder is non-
linearly divided into small regions. (b) A high quality image along with its mosaiced
image and quantized image by using quantization codebook provided by Fig. 2(a).

data, which inherently has the capability to discover the semantic coherent item
within large corpus. In the framework of LDA, each document can be represented
by a distribution over topics, where each topic is a distribution over the vocab-
ulary. In our scenario, by considering each quantized color as a word, LDA can
be used to learn the coherent colors through topics, which correspond to color
groups in HCHM, and to represent images’ color property through the topics
distribution.

By using LDA, the generative process to create an image can be formally
described as below:

1. Given a set of K color topics:

– Draw a multinomial color topic distribution over color codebook accord-
ing to ϕk ∼ Dir(· | β) for each color topic k ∈ {1, · · · ,K}, where Dir(·)
is a Dirichlet distribution, β is a V -dimensional Dirichlet parameter and
V is the color codebook size.

– A color topic matrix Φ = ϕ1:K is formed, whose size is V × K and its
element indicates the probability of the color word v given a topic k.

2. For each image i in the dataset:

– Draw a parameter ϑ(i) that determines the distribution of the color topic.
This is done by choosing ϑ(i) ∼ Dir(· | α) for image i, where α is a K-
dimensional Dirichlet parameter. ϑ(i) is a K-dimensional parameter of

a multinomial distribution, and ϑ
(i)
k is the proportion of color topic k in

image i.

– To generate a color word (quantized image patch) c
(i)
n in the image i:

• Choose a color topic z
(i)
n ∈ {1, · · · ,K} ∼ Mult(· | ϑ(i)), where

Mult(·) is a multinomial distribution, z
(i)
n is a color topic assignment

and K is the total number of topics.

• Choose a color c
(i)
n ∈ {1, · · · , V } ∼ Mult(· | ϕ

z
(i)
n

), where V is the

size of the color codebook.
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With the quantized color words from the training set, the parameter ϑ(i) for
each image and ϕk for each topic can be estimated by Gibbs LDA. In Fig. 3,
we illustrate the color topic distribution of sample image in Fig. 2(b), which is
inferred from our trained LDA. More details of LDA’s training and inference can
be found in [29].

Fig. 3. Color topic distribution of sample image Fig. 2(b). Color topics are listed from
left to right in the descending order according to their distributions within the sample
image. In each topic, the top five color words are illustrated.

3.3 Applying GMM for Color Harmony Model

In order to model the dependency between topics for a given corpus, a Gaussian
mixture model is learned on the top of LDA based on the color topic distribution
ϑ(i). Theoretically, it can be shown that by using infinite number of mixtures,
GMM can approximate every general continuous probability distribution to ar-
bitrary precision.

Given a Gaussian mixture model, the probability of a topic distribution of
image i in topic space can be described as:

p(ϑ(i) | ξ) =
M
∑

i=m

ωmN (ϑ(i) | µm,Σm) (2)

where N (·) is a Gaussian probability density function:

N (ϑ(i) | µm,Σm) =
exp

(

− 1
2 (ϑ

(i) − µm)TΣ−1
m (ϑ(i) − µm)

)

(2π)D/2|Σm|1/2
(3)

where ϑ(i) is the color topic distribution in topic space, which is obtained by
applying LDA on the image i, parameters ξ = {ωm,µm,Σm} denote the weight,
the mean and the covariance of the mth Gaussian distribution that satisfy
∑M

m=1 ωm = 1, and M is the number of mixtures. N (ϑ(i) | µm,Σm) reflects
the probability of ϑ(i) being to the mth Gaussian distribution. For the correct
estimation of Gaussian mixture model, the so-called Expectation-Maximization
(EM) algorithm is used.
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Normally, the likelihood p(ϑ(i) | ξ) can be used directly to measure the color
harmony of unseen images. In our work, in order to fit the color harmony model

into the image aesthetics assessment task, we use ǫ = p(ϑ(i)|ξ+)
p(ϑ(i)|ξ−)

to represent

the degree of color harmony of a given image, where GMM parameter ξ+ is
trained by using high aesthetics quality images while ξ− is trained with low
aesthetics quality images. To an unseen high quality image, it should have higher
probability with p(ϑ(i) | ξ+), whereas its probability on low quality images
trained p(ϑ(i) | ξ−) should be lower. Then ǫ can represent the degree of color
harmony.

4 Experimental Results

4.1 Dataset

In our experiments, we created a color harmony evaluation dataset (CHE-Dataset),
which was a subset of AVA dataset [30], for our training and evaluation purpose.
To the aim of aesthetics assessment, AVA dataset contains more than 250, 000
images which are categorized into over 60 groups. These images have plenty of
meta-data, including a large number of aesthetics scores for each image, and se-
mantic labels for groups. The quality scores of AVA dataset are based on various
aesthetics aspects including color harmony, composition, subject, blur, etc. Only
top ranked and bottom ranked images’ scores are correlated with the degree of
color harmony. So in order to meet the requirements of our color harmony model
training and evaluation purpose, we followed the same method as [17] to select
the top 2, 000 images and the bottom 2, 000 images based on their aesthetics
scores for each category, respectively. All monochrome images were excluded
from our dataset. To the high aesthetics and low aesthetics subsets of each cat-
egory, images were evenly divided into a training set and a testing set. In this
work, we collected the total number of 29, 844 images from eight different cate-
gories in AVA (a single image in our corpus may have multiple category labels),
whose labels are: Floral, Landscape, Architecture, Food and Drink, Animals,
Cityscape, Portraiture and Still Life.

In Fig. 4, we illustrate the statistic properties of our dataset, where Fig. 4(a)
shows the mean values and variances of high aesthetics quality subset and low
aesthetics quality subset for each category. In 4(b), the number of individuals
who provided scores for images in CHE-Dataset is shown. From this figure,
we can see that most images in our dataset have plenty number of individuals
(> 200).

4.2 System Analysis

To evaluate the performance of the proposed model, we firstly mosaiced each
image and quantized image patches using the codebook introduced in Sec. 3.1.
Then in the training phase, an LDA was trained by using 1000 high aesthetics
quality images for each category. Further more, as described in Sec. 3.3, on the



Title Suppressed Due to Excessive Length 9

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

FL LS AT FD ANI CS PT SL

M
ea

n 
an

d 
va

ri
an

ce
 o

f 
sc

or
es

Semantic category

CHE-Dataset

Low quality
High quality

(a)

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 9000

 10000

0 50 100 150 200 250 300 350 400 450 500

N
um

be
r 

of
 p

ho
to

s

Number of person

CHE-Dataset

(b)

Fig. 4. Statistic properties of CHE-Dataset. (a) Box-plots of the means and variances
of each category’s scores. FL, LS, AT, FD, ANI, CS, PT and SL denote Floral, Land-
scape, Architecture, Food and Drink, Animals, Cityscape, Portraiture and Still Life,
respectively. (b) The number of scores available for images in CHE-Dataset.

top of LDA we trained two GMMs with three Gaussian mixture components
by using 1000 images with high aesthetics quality and 1000 images with low
aesthetics quality, separately. In the testing phase, the color topic distribution
ϑ(i) of test image i from a given category was computed based on corresponding
LDA. Then the color harmony score ǫ was obtained based on the trained GMMs
and the image with high ǫ score was classified as a high aesthetics image. In our
experiments, 2000 test images from each category were used for the evaluation
purpose.

In this experiment, different sets of parameters of patch size, quantization
codebook size and topic numbers were investigated. As the target of the color
harmony modeling is to assess the images aesthetics quality, we evaluated the
performance of the proposed method using the average areas under the ROC
curve (AUC) for the entire test set.

In Fig. 5(a), AUCs of four sets of patch sizes were evaluated and the best
classification accuracy was achieved by using 12×12 patch size. From this figure,
an interesting phenomenon can be observed that smaller or larger patch sizes
can provide better performance than the patch size of 16×16. The reason is that
the color harmony information can be encoded by LDA when smaller patches
contain pure colors. Whilst, color compatibility information in image space can
also be encoded in patch level with suitable patch size, which was revealed in
Fig. 5(a).

In Fig. 5(b) and Fig. 5(c), different values of the codebook size for quanti-
zation in HSV color space and the number of topics for LDA were examined,
which showed better performance with codebook size of 1321 and topic number
of 300 for aesthetics assessment. As the codebook size decreased, more colors
were mapped to one code, which cannot effectively represent the color combi-
nations before LDA and degrade the system performance. As the codebook size
increased from some point, more and more similar color codes appeared in the
same color topic, which cannot effectively represent the color combinations after
LDA.
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Fig. 5. AUC with different parameters. (a) AUC with various patch sizes which were
used for image mosaicing. (b) AUC with different codebook size for quantization. (c)
AUC with different color topic numbers for LDA.

To visually demonstrate the discriminate capability of the proposed color
harmony model, we illustrated the top ranked images and bottom ranked images
from three different categories: Animals, Floral and Architecture in Fig. 6. From
this figure, we can see that although both top ranked and bottom ranked images
contain rich colors, the proposed color harmony model can reveal the subtle
difference between them and distinguish high quality images from low quality
images.

(a) (b)

Fig. 6. High aesthetics quality images and low aesthetics quality images classified by
the proposed system. (a) Top ranked images with high aesthetics scores. (b) Bottom
ranked images with low aesthetics scores.

In order to discover what type of color combinations is learned by the pro-
posed hierarchical color harmony model, we illustrated the top 10 color topics
(groups) of each image category in Fig. 7, where 5 top ranked color words of each
topic are shown. From this figure, we can see that the proposed model is capable
to capture key color combination patterns for each category. For example, to the
floral category, the flower related colors: purple, red, pink are among the top list
through our system. And to the portraiture category, photographers tend to use
dark colors as background, which are also revealed by the proposed system.
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Floral Landscape Architecture Food and Drink Animals Cityscape Portraiture Still Life

Fig. 7. Top-10 ranked color groups (topics) learned from LDA for each image category
.

4.3 Comparison and Discussion

In our experiments, we compared the proposed unsupervised color harmony
model to other three the state-of-the-art color harmony models for image aes-
thetics assessment task, which are briefly summarized below.

Moon and Spencer’s color harmony model used a quantitative aesthetics
measure M = O/C, where C represents complexity and O means order of a
color combination. The quantitative definition of C and O can be found in [31].

Matsuda’s model matched the hue distribution of an image against eight
hue distribution templates, where the highest matching score was used to repre-
sent the degree of image’s color harmony. In this model, the parameters of hue
distributions were heuristically defined by aesthetics researchers.

Tang’s color harmony model was based on Matsuda’s hue template, where
hue distributions of each template were learnt from a set of training images.
Although the parameters of the Tang’s hue template were adaptive for different
type of images, it had the same drawback as Matsuda’s method that only hue
information was employed in the color harmony model.

In Fig. 8, the ROC curves of different approaches for each category were
shown, where we can see that the proposed color harmony model provided more
discriminant capability than other models to distinguish high aesthetics quality
images from low aesthetics quality images.

To further analyze the performance gain of the proposed method, experimen-
tal results on different level of color complexities were illustrated in Fig. 9, where
the images’ aesthetics ranks of different methods were listed in corresponding
tables, along with the user labeled ranks.

In Fig. 9(a), two sample images have a simple color combination (distribu-
tion) which can be modeled by hue templates (as shown by the corresponding
hue wheels). To this type of images, both rule based color harmony models, such
as Matsuda and M&S’s models, and the learning based models, such as Tang’s
and the proposed methods, can effectively represent the harmony information
contained in images.

To images shown in Fig. 9(b), whose color distributions cannot be accurately
modeled by empirically defined hue templates, rule based methods predict rela-
tively low aesthetics scores which causes those images had low aesthetics ranks.
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Fig. 8. ROC curves of image aesthetics assessment for each category.
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(a) Sample images with simple color distributions.
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(b) Images with complex color combinations.
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(c) Images with wide range of color distributions that cannot be represented
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Fig. 9. Comparison of image aesthetics assessment with different color complexities.
To each sub-figure, the original color image along with its top 10 color topics (color
groups) are illustrated in the top row. The corresponding hue distribution, the user
labeled ranks and predicted ranks by different color harmony models are shown in
bottom row of each sub-figure.
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In the mean time, Tang’s method can adjust the parameters of each hue template
through the learning phase, which still provides reliable ranking score.

Given images with even more complex color combinations, as shown in Fig.
9(c), whose hue distributions cannot be modeled by any templates, even with
adaptive parameters, the aesthetics scores provided by those methods which only
consider particular color channel, even with learnt parameters from the training
set, are much lower than truth. But by using the proposed color harmony model,
color combinations are well encoded into the system which provides reliable
aesthetics assessment ranking for test images.

Compared with rule based methods, the proposed color harmony model relies
on the quality of the training dataset. From our experiments, we found that by
using the data selection approach described in [17], the annotated scores of each
photo still cannot precisely represent the color harmony degree for low quality
images, where images with low quality scores may be harmonious but have other
type of degradations, such as blur, bad composition, etc. This is the main reason
for the most of misclassifications in our experiments. Thus, to build a dataset
with more reliable scores measuring the color harmony degrees can overcome the
problem of false alarm for the proposed color harmony model, which will be our
future research focus.

5 Conclusions

In this paper, a hierarchical unsupervised learning approach is proposed to learn
the compatible color combinations from large dataset. In this hierarchical frame-
work, the LDA is adopted to learn the simple color groups, followed by the GMM
training procedure to learn the combinations of color groups. By using this hier-
archical structure, we can discover the harmonious colors, which facilitates the
color selection for design industry. The HCHM can also encode the complex color
combinations from the dataset images, which provides a feasible way to assess
the aesthetics quality of natural images. Experimental results show the HCHM’s
capability of learning the complex color combinations.

The proposed method provides an example of learning the color harmony
from natural photos, which is a promising way to increase our knowledge of
color harmony.

Our future work includes to extend our method by taking the spatial rela-
tionship between colors in images and combining other features to improve the
aesthetics assessment performance.
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